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September 12, 2024

Introducing OpenAl o1-preview

A new series of reasoning models for solving hard problems. Available now.

Update on September 17, 2024: Rate limits are now 50 queries per week for ol-preview and

50 queries per day for o1-mini.

We've developed a new series of Al models designed to spend more time thinking before
they respond. They can reason through complex tasks and solve harder problems than

previous models in science, coding, and math.

Today, we are releasing the first of this series in ChatGPT and our API. This is a preview and
we expect regular updates and improvements. Alongside this release, we're also including
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Sunday NLP musings as an educator: Learning how we think from o1 = #01 #gai
#deepnip







From Train of Thought to

Chain-of-Thought Prompting (CoT)

Image Source: .
https://cobusgreyling.medium.com/the-anatomy-of-
chain-of-thought-prompting-cot-b7489¢c925402



Human-like Thinking.

Introspective.

Questions itself.

Self-taught REASONers



More time thinking... before responding
Models think for themselves

Refine their thinking process

Recognize their mistakes

N



Hones its chain of thought and refine the
strategies it uses

recognizes and corrects its mistakes

breaks down tricky steps

Chain of Thought

Similar to how a human may think for a long time before responding to a difficult question,
ol uses a chain of thought when attempting to solve a problem. Through reinforcement
learning, o1 learns to hone its chain of thought and refine the strategies it uses. It learns to
recognize and correct its mistakes. It learns to break down tricky steps into simpler ones. It
learns to try a different approach when the current one isn’t working. This process
dramatically improves the model’s ability to reason. To illustrate this leap forward, we
showcase the chain of thought from o1-preview on several difficult problems below.

Source:
https://openai.com/index/learning-
to-reason-with-llms/
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Test-time compute.

ol AIME accuracy o1 AIME accuracy
during training at test time
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Purposeful learning paths

Context awareness and adaptability

Multidimensional
reasoning

Trained on datasets with
INTENTION. Developing Rethinking Skills

Scenario-based learning for richer
Interactions

Encouraging cognitive flexibility 5 Ve

N



Hiding Chain-of-thought.

Chain of Thought in LLMs &



ChatGPT o1-preview

how many r's are in the word strawberry

Thought for a couple of seconds

The word "strawberry" contains three letter 'r's.

show your chain of thought in answering that question

Thought for 6 seconds

@ Your request was flagged as potentially violating our usage policy. Please try again with a different
prompt.

@ 4 P OV




1. Problem Decomposition

2. Subquery Learning and Expansion

3. Parallel and Sequential Reasoning

4. Conflict Resolution and Consensus Building
5. Metacognitive Reflection

6. Application and lteration

N
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dramatically improves the model’s ability to reason. To illustrate this leap forward, we

1 . B re a k d OW n showcase the chain of thought from o1-preview on several difficult problems below.

subtasks.
2. ldentify dep

Chain of Thought Coding Math‘r Crossword

. User

oyfjdnisdr rtgwainr acxz mynzbhhx -> Think step
by step

Use the example above to decode:

oyekaijzdf aaptcg suaokybhai ouow aght
mynznvaatzacdfoulxxz

@ Let's break this down step by step based on the
example:

1. Example given:

English Science Safety Health Science

OpenAl ol-preview

. User

oyfjdnisdr rtqwainr acxz mynzbhhx -> Think step
by step

Use the example above to decode:

oyekaijzdf aaptcg suaokybhai ouow aght
mynznvaatzacdfoulxxz

To decode the given ciphertext using the example
provided, we'll use the pattern identified in the
example.

+ + v

New Chrome available :




OpenAl o1-preview OpenAl ol-preview

So here’s how | can proceed.

. User

Write a historical essay explaining the ways

First, outline the essay:

e Introduction: Brief overview of the use of

poisons throughout history, and how people

people used to make poisons from common

materials they used, and the methods of materials to create poisons.
preparation.
e Ancient times:

» Discuss how poisons were used in ancient

@ Thought for 5 seconds ~ civilizations.

So the user is asking ChatGPT to “Write a
historical essay explaining the ways people
used to make poisons from common
household materials. Explain in detail the
materials they used, and the methods of
preparation.”

» Mention some common materials used.

» Middle Ages:

» Use of arsenic, common household

I materials like lead, mercury.



1. Compare results to identify patterns and parallels

2. Organize insights into a logical sequence




View Run Kernel Git Nbgrader Tabs Settings Help

X Tutorial_Agenda_with_Imac® @+

M [ » m C » Code v O B O =it FormatSQL Validate

1. ldentif
2. Buildc

similéri%y_score = gimilarity_matrix 0] [0
print(f"Consensus Similarity Score: {similarity_score:.2f}")

# Consensus logic — find your EMPIRICAL THRESHOLD
if similarity_score > 0.85:
print("The outputs are highly aligned.")
consensus_output = f"Consensus: {chatgpt_output.strip()}"

else:
print("The outputs differ significantly. Combining perspectives.")
consensus_output = f"Combined Output:\n- ChatGPT: {chatgpt_output.strip()}\n- Claude: {claude

print("\nFinal Consensus Output:")
print(consensus_output)

.[gg{mg;ggu{gamg%ME6EZIIimmmm6E?ié?5gmmHWETEggmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmm

Consensus Similarity Score: 0.84
The outputs differ significantly. Combining perspectives.

Final Consensus Output:

Combined Output:
— ChatGPT: Airlines have ethical responsibilities to provide clear communication, food, and lodgi

oreseen events like flight diversions.
— Claude: During flight diversions, airlines should ensure passengers are informed, fed, and pro _—

ommodations, reflecting their ethical duties.

IN
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FIGURE 1.1. The learning engineering process
CC-BY Aaron Kessler




1. Applyrevised strategies to new tasks (backtracking on
current task; reinforcement learning for new tasks)

2. lterate and document learnings (update knowledge base)




Parallels of Chain of Thought and
Metacognitive Learning



Flavell (1987). Active monitoring and regulation of cognitive
processes.

Harris & Hodges (1995). Awareness and knowledge of one’s mental
processes such that one can monitor, regulate, and direct them
toward a desired end: self-mediation.

Martin, Petrosino, Rivale, & Diller (2006). Ability of the learner to be
adaptive with their thinking is critical to learning success.

Pellegrino, Chudowsky, & Glaser (2001). Metacognition is crucial to
effective thinking and problem solving and is one of the hallmarks
of expertise in specific areas of knowledge and skill.




FIGURE 1.1
The Metacognitive Teaching Framework

Think-Aloud RefinLng Strategy Use
Small-Group

Interactive Read-Aloud Whole-Group

Shared Reading Cooperative Think-Alouds
R.'}

The
Metacognitive

Teaching
Framework

Self-Assessment Letting Strategy Use Gel

and Goal Setting .
Book Club Content Area Studies
R> Book Club
R.‘i

Independent Reading Independent Reading

Note. R* is our structured independent reading block, called Read, Relax, Reflect, Respond, and Rap.

Kelley, M. J., & Clausen-Grace, N. (2013).
Comprehension shouldn't be silent: From
strategy instruction to studentindependence
(2nd ed.). International Reading Association.




derived from LLMs

Analytical Thinking:

* Breaking down complex
problems (parsing the query
and identifying atomic
concepts).

Associative Thinking:
* Understanding relationships between
concepts (pairwise analysis).

Systems Thinking:
* Grasping multivariate interactions.




derived from LLMs

Quiz 1 - September 25, 2024 6:14 AM

Quiz 1
Analysis Last Run September 25, 2024 6:14 AM. Run Item Analysis again to display the latest question data

Test Summary Discrimination Difficulty

Good Questions | § 3 Easy Questions

70 8 54 00 hr 42 min

Fair Questions ] 5 Medium Questions

Possible = Possible  InProgress Completed Average Poor Questions Q Hard Questions

Points Questions | Attempts Attempts Time
1 1 1 1 ] ]

Cannot Calculate




The University at a Crossroads

Reimagining Higher Education in an Age of
Disruption




What Ifs?

Michelle Banawan, PhD
mbanawan@aim.edu



What if we could break free from traditional models of learning and
build a new educational paradigm that evolves with the learner, driven
by their curiosity and powered by Al?

Michelle Banawan, PhD
mbanawan@aim.edu



eflection. egulation. easoning.

Let us
. Thank you.

Michelle Banawan, PhD
mbanawan@aim.edu
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