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From Train of Thought to Chain-of-X  

Image Source: 
https://cobusgreyling.medium.com/the-anatomy-of-
chain-of-thought-prompting-cot-b7489c925402



Self-taught REASONers 

Questions itself.

Introspective.

Human-like Thinking.



Chain of Thought in LLMs 

Refine their thinking process

Models think for themselves

More time thinking… before responding

Recognize their mistakes



Chain of Thought in LLMs 

breaks down tricky steps 
into simpler ones

recognizes and corrects its mistakes

Hones its chain of thought and refine the 
strategies it uses

tries a different 
approach when 
the current one 

isn’t working

Source:  
https://openai.com/index/learning-
to-reason-with-llms/



Chain of Thought in LLMs 

Test-time compute.



Chain of Thought in LLMs 

Trained on datasets with 
INTENTION.

Purposeful learning paths

Context awareness and adaptability

Multidimensional 
reasoning

Developing Rethinking Skills

Scenario-based learning for richer 
interactions

Encouraging cognitive flexibility



Chain of Thought in LLMs 

Hiding Chain-of-thought.



Chain of Thought in LLMs 



Simulated Metacognitive 
Framework in LLMs 

1. Problem Decomposition

2. Subquery Learning and Expansion

3. Parallel and Sequential Reasoning

4. Conflict Resolution and Consensus Building

5. Metacognitive Reflection

6. Application and Iteration



Problem Decomposition in LLMs 

1. Break down complex tasks into smaller, manageable 
subtasks.

2. Identify dependencies and create a hierarchical structure.



Subquery Learning and Expansion 
in LLMs 

1. Formulate focused subqueries
2. Explore dimensions with iterative queries
3.  Build a comprehensive knowledge base.



Parallel and Sequential Reasoning 
in LLMs 

1. Compare results to identify patterns and parallels
2. Organize insights into a logical sequence



Conflict resolution and Consensus 
Building in LLMs 

1. Identify and resolve conflicts
2. Build consensus from accurate insights



Metacognitive Reflection   in LE 



Application and Iteration in LLMs 

1. Apply revised strategies to new tasks (backtracking on 
current task; reinforcement learning for new tasks)

2. Iterate and document learnings (update knowledge base)



Parallels of Chain of Thought and 
Metacognitive Learning 



Metacognitive Learning 

Flavell (1987). Active monitoring and regulation of cognitive 
processes.

Harris & Hodges (1995). Awareness and knowledge of one’s mental 
processes such that one can monitor, regulate, and direct them 
toward a desired end: self-mediation.

Martin, Petrosino, Rivale, & Diller (2006). Ability of the learner to be 
adaptive with their thinking is critical to learning success.

Pellegrino, Chudowsky, & Glaser (2001). Metacognition is crucial to 
effective thinking and problem solving and is one of the hallmarks 
of expertise in specific areas of knowledge and skill.  



Metacognitive Learning 
Kelley, M. J., & Clausen-Grace, N. (2013). 
Comprehension shouldn't be silent: From 
strategy instruction to student independence 
(2nd ed.). International Reading Association.



Cognitive Techniques derived from LLMs 
Adaptive Reasoning

Systems Thinking:
• Grasping multivariate interactions.

Associative Thinking:
• Understanding relationships between 

concepts (pairwise analysis).

Analytical Thinking:
• Breaking down complex 

problems (parsing the query 
and identifying atomic 

concepts).



Cognitive Techniques derived from LLMs 
Adaptive Reasoning





What Ifs? 
Michelle Banawan, PhD

mbanawan@aim.edu



Michelle Banawan, PhD
mbanawan@aim.edu

What if we could break free from traditional models of learning and 
build a new educational paradigm that evolves with the learner, driven 
by their curiosity and powered by AI?



Let us empower minds from 
diverse contexts. Thank you.  

Michelle Banawan, PhD
mbanawan@aim.edu

Reflection. Regulation. Reasoning.
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